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Submission to the NSW inquiry into AI

Evan Hockings

I am a PhD student at the University of Sydney working with Prof. Andrew Doherty on

quantum computing theory, and I am extremely concerned about the existential risk posed

by AI systems. Toby Ord, an Australian philosopher and senior research fellow in philosophy

at Oxford University, defined existential risks as ones that threaten the destruction of

humanity’s longterm potential, in The Precipice: Existential Risk and the Future of Humanity

(2020). Such risks might realise themselves in the form of human extinction, an

unrecoverable collapse of society, or an unrecoverable perpetual dystopia. AI existential risk

is the most serious form of risk posed by AI systems, and as I have written in Honi Soit

(Appendix A), the student newspaper of the University of Sydney, these risks demand serious

consideration.

I am not alone in thinking this. In What’s the Worst That Could Happen? Existential Risk and

Extreme Politics (2021), Labor MP for Fenner Andrew Leigh discusses existential risks,

including those posed by AI systems. Labor MP for Bruce Julian Hill has also spoken about

these risks in the House of Representatives. In a 2022 survey of AI experts publishing at top

conferences, the median respondent estimated that the probability advanced AI has an

extremely bad long-run effect on humanity, such as human extinction, is 5%.

Recently, the Center for AI Safety published a one-sentence public letter on AI risk, saying

that ‘Mitigating the risk of extinction from AI should be a global priority alongside other

societal-scale risks such as pandemics and nuclear war.’ Signatories included Geoffrey

Hinton and Yoshua Bengio, who won the Turing Award for pioneering the deep neural

networks that power cutting-edge AI systems. Notably, they also included Sam Altman, CEO

of OpenAI, Demis Hassabis, CEO of DeepMind, and Dario Amodei, CEO of Anthropic.

https://en.wikipedia.org/wiki/The_Precipice:_Existential_Risk_and_the_Future_of_Humanity
https://honisoit.com/2022/10/the-risks-posed-by-artificial-intelligence-demand-serious-consideration/
https://www.penguin.com.au/books/whats-the-worst-that-could-happen-9780262046077
https://www.penguin.com.au/books/whats-the-worst-that-could-happen-9780262046077
https://www.julianhillmp.com/Artificial-general-intelligence-(AGI)_06022023.html
https://www.julianhillmp.com/Artificial-general-intelligence-(AGI)_06022023.html
https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/
https://www.safe.ai/statement-on-ai-risk


These three companies currently lead the race to develop ever more powerful—and ever

more dangerous—AI systems. And they are concerned about what they themselves are doing.

It is as if the CEOs of fossil fuel companies were leading the campaign to bring awareness to

climate change, rather than suppress it. This speaks both to their character, and the

concerning nature of our current situation. The worst case, as Sam Altman has publicly

stated, is ‘lights out for everyone’. Governments cannot allow companies to risk literally

killing every human on the planet without attempting to impose oversight and regulation.

Nor can governments afford to choke progress in AI with overwhelming regulation. We must

chart a course between Scylla and Charybdis. AI systems will drive incredible progress by

automating increasingly large amounts of human decision-making, culminating in

automating AI research and then, not long a�er, all human cognitive labour, will drive

incredible progress. But these systems must be controllable, acting in alignment with human

values, and transparent, allowing humans to interpret their functioning and decision-making

process.

We do not know how to make robustly controllable AI systems. An extensive literature

discusses concrete problems, unsolved problems, the problem of control from a deep

learning perspective, and overviews catastrophic risks. Of particular note are risks from

power-seeking AI systems—work from DeepMind suggests that the emergence of

power-seeking behaviour in AI systems is probable—and risks stemming from AI

manipulation of humans. It has also been suggested that natural selection might favour AI

systems over humans.

While it is impossible to empirically demonstrate that AI systems can kill all humans—we

would not live to see such evidence—there is a large amount of evidence that AI systems can

exhibit undesirable goal-directed behaviours. Specification gaming occurs when AI systems

satisfy the literal specification of an objective without achieving the intended outcome.

Particularly concerning is the case where AI systems learn from human feedback, as

https://time.com/collection/time100-companies-2023/6284870/openai-disrupters/
https://time.com/collection/time100-companies-2023/6284870/openai-disrupters/
https://arxiv.org/abs/1606.06565
https://arxiv.org/abs/2109.13916
https://arxiv.org/abs/2209.00626
https://arxiv.org/abs/2209.00626
https://arxiv.org/abs/2306.12001
https://arxiv.org/abs/2304.06528
https://arxiv.org/abs/2303.09387
https://arxiv.org/abs/2303.09387
https://arxiv.org/abs/2303.16200
https://arxiv.org/abs/2303.16200
https://www.deepmind.com/blog/specification-gaming-the-flip-side-of-ai-ingenuity
https://openai.com/research/learning-from-human-preferences


advanced large language models do today, where AI systems are directly incentivised to

deceive the human raters and flatter their biases in order to achieve maximal reward.

Researchers from DeepMind have collated an extremely long list of examples of specification

gaming in existing AI systems. This is not a problem we know how to robustly solve, either

in the context of AI systems or more generally. As Goodhart’s law states, ‘When a measure

becomes a target, it ceases to be a good measure.’

Merely specifying exactly correct goals is not sufficient, as the problem of goal

misgeneralisation shows, where AI systems retain their capabilities in novel situations but

pursue undesirable goals. Researchers from DeepMind have outlined how this may lead to

existential risks.

Not only are we unable to make robustly controllable AI systems, cutting-edge AI systems

are neither transparent nor interpretable. A recent and extensive review of work in AI

transparency and interpretability is clear that existing work is not engineering-relevant, and

that the field of interpretability research needs to grow substantially. As it stands, as

Anthropic discussed in a recent document, we need to ‘Recognise that regulations

demanding interpretable models would currently be infeasible to meet, but may be possible

in the future pending research advances.’

The NSW government has a more limited ability to act to avert catastrophic outcomes when

compared to the federal government. Nevertheless, there are measures that can be taken. In

the terms of reference, 1.(k) asks for ‘the measures other jurisdictions, both

international and domestic, are adopting in regard to the adaption to and regulation

of AI.’ The UK government has created a Foundation Model Taskforce to provide

sovereign capabilities, in particular in auditing cutting-edge AI systems. Without a similar

AI laboratory in Australia, we may not be able to ensure that the systems procured and

utilised by organisations in NSW, including the NSW government, or elsewhere in the

http://tinyurl.com/specification-gaming
http://tinyurl.com/specification-gaming
https://arxiv.org/abs/2105.14111
https://arxiv.org/abs/2105.14111
https://arxiv.org/abs/2210.01790
https://arxiv.org/abs/2210.01790
https://arxiv.org/abs/2210.01790
https://arxiv.org/abs/2210.01790
https://www.anthropic.com/index/charting-a-path-to-ai-accountability
https://www.gov.uk/government/news/initial-100-million-for-expert-taskforce-to-help-uk-build-and-adopt-next-generation-of-safe-ai


country, are transparent or robustly controllable. NSW is in an excellent position to create

such a lab and become the leader on AI policy in Australia.

To emphasise, I am concerned about risks associated with advanced AI systems, and these

risks are generally independent of the particular use case. The NSW government’s risk

assessment framework focuses on risks associated with the use cases of AI systems, rather

than the risks associated with the capabilities of the AI systems themselves. I recommend

that this framework is updated to also consider the risks associated with AI systems and

their capabilities, rather than just their use cases.

Moreover, NSW government regulation should clarify that developers and deployers of AI

systems should be held liable for foreseeable negative outcomes associated with the

deployment of powerful AI systems. Most trivially, I think it should be obviously illegal to

deploy AI systems that are assessed to have a non-negligible chance of causing the death of

all humans. I encourage the NSW government to also consider stronger restrictions.

I hope to inhabit a future where powerful AI systems work to the benefit of humanity. This

will not happen for free, or by default—it necessitates serious consideration for the

existential risk posed by AI, including by the NSW government.



Appendix A

The risks posed by artificial intelligence demand serious

consideration

Ensuring that AI systems act in robust alignment with human values is

the foremost challenge of our time

Evan Hockings1

Amidst the Russian invasion of Ukraine, the risk of nuclear war is now larger than it has

been since the end of the Cold War. The spectre of nuclear annihilation, once thought a

thing of the past, has returned.

While technology can avert some forms of annihilation, for example by diverting major

asteroid strikes, these naturally occurring risks are likely small, evidenced by our long

history free from them. The same cannot be said for those caused or exacerbated by

technology. Nuclear war, climate change, engineered bioweapons, and even pandemics: these

risks are unfortunately all too familiar.

In his book What’s the Worst That Could Happen? Existential Risk and Extreme Politics (2021),

Labor MP for Fenner Andrew Leigh, discusses these risks to our continued existence and

how we might mitigate them. But he also worries about another risk not yet listed, a risk that

is less familiar and perhaps even more dangerous.

Progress in artificial intelligence (AI) research is accelerating, with the number of new

papers doubling every two years. In April, OpenAI released DALL-E 2, a model that

generates detailed images from text prompts. While it struggled to generate intelligible text,

Google’s Parti, announced only two months later, did not struggle at all. And in August,

1 This is an unedited version of an article published in Honi Soit on October 24th, 2022.

https://www.abc.net.au/news/2022-10-12/nasa-dart-asteroid-mission-success/101525330
https://www.abc.net.au/news/2022-10-12/nasa-dart-asteroid-mission-success/101525330
https://twitter.com/MarioKrenn6240/status/1577102743927652354
https://twitter.com/MarioKrenn6240/status/1577102743927652354
https://honisoit.com/2022/10/the-risks-posed-by-artificial-intelligence-demand-serious-consideration/


StabilityAI freely released Stable Diffusion, allowing anyone to download the model, disable

the content filter, and generate images on their own computer. While it might be easy to get

swept up in the debates raging around AI generated art, we must remember that what we

have now is the barest hint of what is coming.

Language generation is where the true prize lies. Large language models (LLMs) are trained

on a significant fraction of all human-produced text to predict the text that is most likely to

follow the input text. OpenAI’s GPT-3, released in June 2020, was the first LLM to receive

significant public attention, even writing an article for The Guardian. The numerous

applications of GPT-3 include writing university essays and powering GitHub Copilot, a

programming assistant which suggests code: AI that hastens AI development.

The reasoning capabilities of these LLMs generally improve when they are made larger and

trained on more text. Some flaws persist as these models are superhuman at predicting the

text most likely to follow the input, which is not always the same as reasoning well. However,

their reasoning drastically improves if we append ‘Let’s think step by step’ to the input text

because that makes correct reasoning more likely to follow. What other capabilities are we

yet to discover?

In 2021, Jacob Steinhardt, an assistant professor at UC Berkeley, created a forecasting

contest to predict AI progress, including a benchmark of high school competition-level

mathematics problems called MATH. The aggressive progress forecasted shocked him:

state-of-the-art AI in 2021 correctly answered 6.9 per cent of the questions, but the median

estimated score in 2025 was 52 per cent. In April, Google announced PaLM, which

outperforms the average human on a benchmark designed to be difficult for LLMs. Just two

months later Minerva, a version of PaLM specialising in mathematical and scientific

reasoning, scored 50.3 per cent on MATH, achieving four years of progress in just one.

But there are problems we fear that will emerge in AI, universal problems of intelligent

agents that already manifest in humans, corporations, and states. Different people — agents

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://www.vice.com/en/article/m7g5yq/students-are-using-ai-to-write-their-papers-because-of-course-they-are
https://www.alignmentforum.org/posts/htrZrxduciZ5QaCjw/language-models-seem-to-be-much-better-than-humans-at-next
https://arxiv.org/abs/2205.11916
https://bounded-regret.ghost.io/ai-forecasting/
https://bounded-regret.ghost.io/ai-forecasting-one-year-in/
https://bounded-regret.ghost.io/ai-forecasting-one-year-in/
https://arxiv.org/abs/2204.02311
https://arxiv.org/abs/2204.02311


— have different goals, and insofar as their goals are misaligned, some degree of conflict is

inevitable. The problems associated with quantifying values and goals are encapsulated by

Goodhart’s law: when a metric becomes a target, it ceases to be a good metric. Surrogation,

the process by which these surrogate metrics become targets themselves, is rife in

corporations and states, leading them to sacrifice the unmeasured good in pursuit of metrics.

Maximising profit or minimising unemployment payments, for example, without regard for

the resulting harm.

If these problems emerge in AI, the consequences will be disastrous. AIs have many

advantages over human minds. AIs do not necessarily need rest or consciousness, can easily

be copied, run on computer processors that are constantly improving and operate at a

frequency ten million times faster than the human brain, and can use the entire internet and

all recorded human text as training data. So as AI systems develop, their role in scientific,

technological, and economic progress will grow as human input and control shrinks in equal

measure.

In the future, we will likely construct AI systems that, in any specific but general domain,

can reason at least as well as the best humans. Nothing in known science rules this out. And

under competitive pressures to maximise profit and secure geopolitical dominance, states

and corporations may relinquish more and more control over proliferating but inscrutable

AI systems. Eventually, out-of-control AI systems might determine that the most effective

way to pursue their unintendedly inhuman values and goals would be to seize control for

themselves, executing an AI takeover and permanently disempowering humanity.

To prevent an AI takeover, there are two key problems we must solve. Alignment is the

problem of imparting intended values and goals to AI systems, rather than mere surrogates.

Interpretability is the problem of understanding how and why AI systems make the

decisions that they do. If we solve these problems, we must then robustly align powerful AI

systems with values that promote the flourishing of all humans, and indeed all sentient life,



using oversight from equally powerful interpretability tools. While we o�en fail to do this for

corporations and states, humans with power within these organisations can attempt to direct

them to act in alignment with human values, and human whistleblowers and journalists can

render them somewhat interpretable, limiting the resulting harm. But these mechanisms will

not be there to save us from AI takeover if alignment and interpretability work fails.

Unfortunately, progress in alignment and interpretability currently lags far behind progress

in AI capabilities. And while some organisations at the forefront of capabilities, like OpenAI

and DeepMind, have safety teams focused on these problems, enough is not being done. We

charge forward recklessly, headed towards disaster.

Many different skill sets will be required to navigate this risk and ensure that AI brings

prosperity to all, from philosophy to computer science to politics and governance. To learn

more, perhaps to contribute yourself, see the introduction AGI Safety From First Principles

and the freely available course materials AGI Safety Fundamentals, both by OpenAI’s

Richard Ngo. And for a lighter overview, see the Most Important Century series by Holden

Karnofsky, co-CEO of Open Philanthropy.

Climate change was once an obscure and neglected issue, as AI takeover risk is today. I hope

that you and the world take this risk seriously, as we have begun to do with climate change,

because I believe navigating AI takeover risk to be the foremost challenge of our time, and of

all time.

Let’s get to work.

https://www.alignmentforum.org/s/mzgtmmTKKn5MuCzFJ
https://www.agisafetyfundamentals.com/
https://www.cold-takes.com/most-important-century/

